Augmenting Topic Finding in the NASA Aviation Safety Reporting System using Topic Modeling
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Context: The NASA Aviation Safety Reporting System (ASRS) is a voluntary confidential aviation safety reporting system. The ASRS receives reports from pilots, air traffic controllers, flight attendants and others involved in aviation operations. The reports are de-identified and coded by ASRS expert safety analysts and a short descriptive synopsis is written to describe the safety issue. The de-identified reports are then disseminated to the aviation community in a number of ways including entry into an online database, Safety Alert Bulletins, For Your Information Notices, and the CALLBACK newsletter. In this paper we consider whether we can improve the dissemination of safety concerns through the use of topic modeling. Topic modeling may improve the dissemination of safety concerns by grouping and summarizing large collections of reports simultaneously. However, the groupings must be both meaningful and useful.

Aim: We investigate whether existing topic modeling techniques are suitable to ease some of the manual effort, and to enhance it with additional visual cues regarding the process of grouping, sense making and labeling reports.

Method: We evaluate the applicability of WarpLDA topic modeling results combined with three visualization tools, the first two of which have been extended by us in this work for ASRS: Termite, TopicFlow, and LDAVis. Based on the identified limitations in these tools, we propose a methodology for improving them, and evaluate their outputs using ASRS as our test dataset.

Results: The user interfaces of Termite, TopicFlow and LDAVis were found insufficient for sense-making of the ASRS narratives. Our evaluation of the method shows a large spread in performance ranging from perfect to equivalent to a random model. We also identified certain report set topics to be easier to group than others.

Conclusion: While many tools for topic modeling and visualization have been proposed, more work is necessary before they can be applied in practical situations to improve existing manual workflows. The methodology presented and applied in this work contributes towards this effort. Our empirical results suggest there is potential in using topic modeling to separate some report set topics, such as maintenance and flight attendant reports.

I. Introduction

The timely identification and communication of safety alerts has been a primary objective of ASRS since its inception. On December 1, 1974, TWA Flight 514 was inbound through cloudy and turbulent skies to Dulles Airport in Washington, D.C. The flight crew misunderstood an ATC clearance and descended to 1,800 feet before reaching the approach segment to which that minimum altitude applied. The aircraft collided with a Virginia mountaintop, killing all aboard. A disturbing finding emerged from the ensuing NTSB accident investigation. Six weeks prior to the TWA accident, a United Airlines flight crew had experienced an identical clearance misunderstanding and narrowly missed hitting the same Virginia mountain during a nighttime approach. The United crew discovered their close call after landing and reported the incident to their company. A cautionary notice was issued to all United pilots.
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Tragically, at the time there existed no method of sharing the United pilots’ knowledge with TWA and other airline operators. Following the TWA accident, it was determined that future safety information must be shared with the entire aviation community. Thus was born the idea of a national aviation incident reporting program that would be non-punitive, voluntary, and confidential.

Less than 2 years later, a quarterly report of ASRS noted that although its designers were acutely aware of the potential value of data derived from individual occurrences in highlighting deficiencies and discrepancies in the national aviation system, they also believe that other, perhaps more valuable, insights into system problems can be gained only by study of a large body of occurrence data. However, as of the last program briefing reporting intake metrics on July 2019, ASRS has processed over 1.6 million reports in its 42 year history, making the analysis of a large body of occurrence data a daunting task.

Towards addressing this goal, in this work we evaluate the applicability of unsupervised learning, specifically topic modeling of ASRS data. Topic modeling is not the only possible approach. Our choice differs from more recent literature in mining safety incident reports, which relies on supervised learning, or older literature which emphasized qualitative studies on metadata of interest (e.g. Anomalies, Human Factors, etc.) We share the same motivation as in the choice of unsupervised learning instead of supervised learning as this allows us to identify not only existing topics, but also emerging trends, in an automated fashion. We chose topic modeling using classic approaches instead of deep learning because they are widely used in software engineering studies. In this context, we pose the following research questions:

**RQ1:** Can existing topic modeling tools help analyze evolving safety threats in large collections of text?

We pose this research question from a pragmatic and exploratory standpoint to motivate the other two research questions, rather than seeking to falsify a statistical hypothesis. If an existing tool already suffices to facilitate the identification of relevant safety threats in ASRS, then we can focus our efforts in enhancing said tool instead of reinventing the wheel.

**RQ2:** Can topic modeling discover ASRS report sets from a collection of mixed reports by their topic?

To be useful, topic modeling must be able to classify documents in a meaningful way. Standard practice in papers that use topic modeling is to present a table showing the top n terms, which does not account for the actual separation of the documents. Here we leverage a novel model setup to evaluate the classification of documents using ASRS data. Being capable to semi-automate or automate the identification of relevant themes in aviation safety incidents reports would be useful both to ASRS analysts in issuing alerts, and to the aviation community at large to perform their own explorations of the ASRS corpus.

**RQ3:** Are there specific report sets that are easier to group than others?

If topic modeling does not present a fully satisfactory solution, it may be possible that it can still identify certain topics well enough for practical use.

Our findings are consistent with suggestions made in a recent review of the topic modeling literature on the need for better visualization and user interfaces for sense-making. Careful evaluation of topic modeling optimization criteria is also suggested, as the most popular optimization method—held out accuracy—may lead to poor topics. In addition, we agree with other authors that stability measures are needed for assessment, due to the random initialization of topic modeling algorithms.

Our contributions in this work are as follows:

- We refactored two published topic modeling visualization tools so that they can be used in other datasets, and made the changes and code publicly available.

---
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• We discuss practical limitations of creating a data pipeline using WarpLDA \[16\] for ASRS. Our findings can be used by future work to further refine visualization tools.

• We address the identified limitations of topic performance and stability \[18\] evaluation in unsupervised learning leveraging publicly available ASRS Report Set \[1\] which can also be used to improve the evaluation of new methods.

The remainder of this paper is as follows: In the Dataset Section II we introduce ASRS, and the dataset we use to evaluate our models. In the Method Section III we introduce topic modeling, and the experimental protocol used to evaluate its applicability. We also present the topic modeling tools to answer RQ1, and the modifications performed so they could be reused. We then present our findings in the Results Section IV and how our method differs from other work in the Related Work Section V. Finally, we present the threats to validity in Section VI and our conclusions in Section VII.

II. Data Model

As stated in our introduction, ASRS began as a reporting program for sharing aviation safety knowledge and confidentially reporting irregularities to help prevent accidents. Figure I presents a diagram from 1976 with the ASRS workflow for a new report. The fundamental process has not changed substantially since then. Briefly, starting from the top, a reporter fills in a form with details of the incident. Depending on the reporter role, various forms may be used. Common to all reports are multiple-choice selections of some metadata (e.g. type of weather), but also a free text box, the narrative, where the details are provided.

After a screener assesses the report to determine if other federal agencies should be made aware of it due to it being criminal or accident related, an ASRS analyst may follow up with the reporter for any necessary clarification, deidentifies the report, and applies additional metadata codes. In addition, the analyst will also include a synopsis, which summarizes the narrative and highlights safety concerns and, if evident, contributing factors.

Using the report database, ASRS also generates data products to distribute to the aviation community, leading to a sustainable cycle. Specifically, ASRS provides a report query capability, issues safety alerts to organizations, performs thematic searches, and publishes newsletters, \[3\]. Relevant to our method is the report sets data product. These report sets are in essence a thematic grouping of existing reports in the database. In the Method Section II we will explain how we leverage them in our experimental protocol to evaluate topic models.

III. Method

The motivation of our work relies on leveraging existing ASRS data as a gold standard to understand the practical usefulness of the model in improving the existing ASRS workflow. Figure II provides two experimental protocols. The Real Dataset setup reflects the more commonly used approach, which we use to answer RQ1. The Toy Dataset Setup reflects the protocol we implemented for RQ2 and RQ3. This method was instantiated as an R package, Kaona, \[4\] and is publicly available.

To stay consistent with the related literature in topic modeling terminology we refer to each report’s narrative in ASRS as a document. Furthermore, we use a notation similar to Blei et al. \[19\] to describe the equations in this section, except by distinguishing words, documents, and corpora by distinct letters and adding an explicit definition for topics:

- A word $w$ is an item from a vocabulary indexed by $1, \ldots, V$. The $v$th word in the vocabulary is represented by a V-vector $w$ such that $w^v = 1$ and $w^u = 0$ for $u \neq v$.
- A document is a sequence of N words denoted by $d = (w_1, w_2, \ldots, w_N)$, where $w_n$ is the $n$th word in the sequence.
- A corpus is a collection of $M$ documents denoted by $c = d_1, d_2, \ldots, d_M$.
- A topic $z$ is a distribution over documents.

A. Experimental Protocol

An important step in using any automated method is to evaluate if the results of the automated step are meaningful and useful. Topic modeling is often evaluated subjectively, by inspecting the ‘top-terms’ in the topic-term matrix resulting from topic modeling. This, however, does not serve to evaluate if the groupings are correct. A contribution of
Fig. 1 How Reports are Generated: Handling of NASA Aviation Safety Reports (ASRS) \cite{2}.

This work is the proposed Toy Dataset Setup, where a quantitative evaluation is possible. To do so, we must have a-priori annotated data, in this case grouping labels, to verify if the automated step was or was not correct.

We begin explaining in detail how the ‘top-terms’ evaluation is currently done, using the Real Dataset Setup. Then, we use it to motivate the Toy Dataset Setup, which provides us with grouping labels, and which we used for RQ2 and RQ3.
1. **Real Dataset Setup**

As noted in the Data Model Section, ASRS receives several reports a day. These reports are indexed by year and month, and so we are able to query the order in which they are received to a month granularity. In Figure (bottom), we showcase a single month query, $R_{\text{month}}$, being performed, which contains several individual reports. While these reports could at this point be manually inspected to identify groups of reports based on their topic, in the figure, these reports are instead input to a topic model. We choose a priori the number of groupings, as required by the algorithm, in the example to be $k = 3$ topics. The algorithm then creates a partition $P(D)_i = \bigcup_{i=1}^{k=3} D_i$, assigning each report of the query one of the 3 groupings, where $P(D)_i$ is defined as one of the possible partitions of the set of reports $D$.

The choice of $k = 3$ thus encodes the number of groupings in the partition that the algorithm is to find given a set of reports. A limitation of this setup commonly reported in the literature, is that we do not know the correct partition $P(R_{\text{month}})_i$, i.e. to what grouping each report should be associated nor the number of report sets $k$. Therefore, we can’t assess if $P(R_{\text{month}})_i = P(D)_i$, as $P(R_{\text{month}})_i$. The use of, and inspection of, the ‘top-terms’ is thus commonly used as a subjective replacement to assess the quality of the groupings.

To be precise, we do not claim here when we refer to a correct partition that there is a “true grouping” $P(R_{\text{month}})_i$, or universal ground truth. Success here is a grouping that is useful for pilots to identify a theme of interest. Because the related literature assumes the Real Dataset Setup, we used it to answer RQ1 despite not being able to evaluate if the groupings in the Real Dataset Setup are or not useful. To evaluate if topic modeling in general can be useful to ASRS we thus propose the creation of an alternative way to prepare the data for evaluation, i.e. the **Toy Dataset Setup** by leveraging existing ASRS report sets, as shown in the upper portion of Figure (2) to answer RQ2 and RQ3. We now explain how we leverage the report sets to evaluate the groupings.
2. Toy Dataset Setup

Because our goal is to evaluate the ability of topic modeling to group reports, we prepared the Toy Dataset Setup to conduct rigorous experimental trials. A single trial is showcased on the upper portion of Figure 2. In the Figure, we assume three groups, $l = 3$, of documents exist, unknown to the topic modeling algorithm. We then ‘shuffle’ these three groups, and input them to topic modeling. We must then choose a number of topics we expect to exist; in the Figure we show $k = 2$ (two groups) into which the shuffled reports must be grouped. We then evaluate ‘how close’ the algorithm comes, per trial, of uncovering the original groupings.

Each report set $R_{\text{topic}}$ is already made available publicly on ASRS website and prepared by ASRS analysts, we just leverage them here. Each report set contains 50 reports each about a given topic (e.g. bird strikes, flight deviation). This means in a single trial we assess if 100 reports were correctly assigned to their group.

While at first it may sound counter-intuitive that we did not choose $k = 3$ in the Figure, remember this is a realistic scenario in the operational setting. As the value of $l$ is unknown, $k$ may be chosen either to be higher or lower than $l$. The merit of the Toy Dataset Setup is that knowing $l$ we can assess the performance of the algorithm in the potential different settings that may happen in operation. The error measure we chose, discussed in Section III.C, is also viable for $k \neq l$.

For each trial, therefore, we can then obtain a measure of performance for using topic modeling. However, a single trial is insufficient to draw conclusions of the topic modeling performance (similarly to how one coin toss would not afford us discerning if a coin is biased). Since we must choose a rationale for the value for $l$ and $k$, we decided to present the results of $l = k = 2$, and defer $l = 3, k = 2$, as shown in Figure 2 to future work.

Because there are a total of 30 report sets available in ASRS, we can construct 30 choose 2 (hereafter referred as 30C2) = 435 trials, where $l = 2$, and $k = 2$, i.e. we shuffle a pair of report sets $l$, and evaluate if the topic model, knowing a-priori $k = 2$ topics exist, can correctly separate the reports based on their narrative content.

We highlight here that our Toy Dataset Setup is synthetic (artificially chosen), and does not exactly reflect the groupings one would find in $P(R_{\text{month}})$ (hence why we refer to it as $R_{\text{topic}}$). The main motivation for using synthetic (artificially chosen, such as the report sets) datasets is that they are easier to generate and the independent generative factors can be easily controlled [20]. When compared to the Real Dataset Setup, the number of report sets, $l$, and the size of each report set $|R_i|$ is synthetic, however, the corpus itself is not artificially generated, although a trained topic modeling algorithm could also generate report sets. Due to this distinction, we chose to name our setup Toy Dataset Setup, as the reports are not artificially generated, just their groupings.

To create an experimental trial to evaluate topic modeling in the Toy Dataset Setup, we combine different report sets together (in Figure 2 we exemplify $l = 3$ report sets) for each trial, and evaluate if the topic model is capable to recover the set to which each report was originally assigned, given the choice of $k$. While we exemplify in the diagram $l = 3$, and $k = 2$, in our experiment we tested for $l = 2, k = 2$. More specifically, to answer RQ2 and RQ3 we evaluated in the 30C2 = 435 possible combinations of report sets, if the topic model was able to uncover the original groupings of report sets. Our rationale to use $l = k = 2$ instead of $l = 3$ and $k = 2$ as in the Figure is because we would like to assess how well the topic model performs on an easier task first. That is, we assume the learning task to separate a pair of report sets on each trial to be easier than a large number of topics.

B. Topic modeling

We chose Warp Latent Dirichlet Allocation (WarpLDA) [16], an implementation of topic modeling [19], to be applied to each pair of documents (report set narratives) due to its efficient implementation and given the growing number of reports in ASRS. LDA is a generative probabilistic model of a corpus. In LDA, documents are represented as random mixtures over latent topics, and each topic is characterized by a distribution over words.

For each of the 435 possible pair combinations of documents, i.e. each of the 435 trials, we obtain 435 document-frequency matrices as input to LDA which provides (for the chosen number of topics, here $k = 2$): the distribution of the documents over topics (the document-topic matrix), and the distribution of topics over words (terms), commonly known as the topic-term matrix. As the name implies, a document-topic matrix lists the documents as rows, and topics as columns, where the number of columns is specified by the a priori choice of the number of topics, and cells indicate the proportion each document is about a given topic. A topic-term matrix, in turn, lists topics as rows and terms as columns, and cells can be interpreted as the relevance or contribution of the term in representing the topic, expressed as a probability. It is very common in the literature that the identified topics meaning are interpreted from the terms of highest probability value for each topic (e.g. “top 10 terms”).
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C. Model Tuning

LDA requires the number of topics $k$ to be specified a priori, which can be obtained through measurements such as perplexity \cite{19}, where a lower perplexity score indicates better generalization performance. Several other optimization methods also exist such as differential evolution \cite{21,22} and approaches which rely on the elbow method \cite{6}. Due to our experimental setup explained in the previous section, we do not need to learn the number of topics $k$, as $l$, the number of topics in the corpus, is known due to the shuffle of report sets.

D. Deterministic Mapping

Topic modeling provides a probabilistic mapping from documents to each topic in the document-topic matrix. To obtain the actual groupings shown in Figure \ref{fig:2} so we can assess if $R_{topic} = D$ for each of the 30C2 pairs, we must establish a deterministic mapping.

Similar to our prior work \cite{23}, we define a deterministic map from documents to topics in the document-topic matrix for each of the 435 pairs of report sets tested, using the highest probability of the topic given the document in Eq. \ref{eq:1}.

$$ \text{argmax}_z p(z_i|d) $$

Thus we claim a document is assigned to a topic if that topic has the highest probability in the document-topic matrix. Since each row is a document, we can interpret the document-topic matrix as labeling the topic to which a document belongs. In addition, because we know for each document to what report set they were originally associated before the shuffling (although the algorithm does not), we can evaluate empirically if $R = D$ (see Figure \ref{fig:2}).

E. Tools

To answer RQ1, we surveyed the literature for existing tools which enhanced the presentation of topic modeling in ASRS. This led us to Termite \cite{14}, LDAVis \cite{17}, and TopicFlow \cite{15}.

Termite and LDAVis take as input and augment just the topic-term matrix explained in the the Topic Model Section \ref{III.B}. This means that, for a given set of reports, users can explore topics using the visualization. Both Termite and LDAVis also introduce term ranking heuristics for each topic, which are intended to facilitate comprehension of the topics by identifying “top-terms”. TopicFlow augments both the topic-term matrix and document-topic matrix. Moreover, TopicFlow provides an additional capability for topic modeling, by creating a notion of time evolution. This is done by assessing the similarity of topics between consecutive pairs of months.

Termite’s authors \cite{14} argue that ranking topic terms from higher to low probability, as derived by the topic modeling, is arbitrary. The authors propose a seriation method, which modifies topic term probabilities to account for co-occurrence and collocation likelihood between all pairs of words \cite{24}. For example, when reading each topic terms, it is more likely that users will read “social networks” instead of “networks social”. An example of Termite output is shown in Figure \ref{fig:3}. The original Termite implementation contained many source code dependencies which made reusing the tool difficult. As a contribution of this work, we created a forked implementation which can be applied to any domain\footnote{https://cran.r-project.org/web/packages/ldatuning}.

Similar to Termite, LDAVis \cite{17} also provides a ranking heuristic, however it prioritizes distinguishing the terms between topics to facilitate topic comparison. Specifically, they define a new metric, relevance (Equation \ref{eq:2}, where $\lambda$ determines the weight given to the probability of the topic’s word relative to its lift (the ratio of a term’s probability within a topic to its marginal probability across the corpus).\footnote{https://github.com/sailuh/termite}

$$ \text{rel}(w_i, z_j | \lambda) = \lambda \log(p(w_i|z_j)) + (1 - \lambda) \log \left( \frac{p(w_i|z_j)}{p(w_i)} \right) \quad (2) $$

Setting $\lambda = 1$ results in a ranking of terms in decreasing order of their topic-specific probability, and setting $\lambda = 0$ ranks terms solely by their lift. In addition to the term ranking heuristic, LDAVis provide an additional visualization of
topic similarity in a 2D plane. This is done through dimensionality reduction by principal coordinate analysis \[25\] over the terms each topic has. LDAVis does not provide a data pipeline, but it provides a simple interface to input a topic-term matrix and the additional metadata it requires. An example of LDAVis applied to the same dataset as Termite in ASRS is shown in Figure\[5\].

TopicFlow \[13\] does not provide any ranking heuristics, but augments the presentation of topics to present topic evolution. The original implementation of TopicFlow could only be applied to existing datasets\[6\] which had its own data format. We created a tool to transform any topic modeling output into the format required by TopicFlow, and the necessary code changes so any other dataset can be used\[7\] as its published code did not provide an interface to other datasets. An example of TopicFlow applied to the same dataset as the previous tools in ASRS is shown in Figure\[4\].

F. Preprocessing
For the tools in RQ1, we did not perform any preprocessing as they each had different heuristics in their displays, which were presented in the prior section. For RQ2 and RQ3 we removed stop word\[8\] and performed stemming\[9\].

G. Error Measures
There is a disconnect between how topic models are evaluated and why we expect topic models to be useful, with the most common evaluation being holdout \[11\]. However, topic models are often used to organize, summarize, and help users explore large corpora, and there is no technical reason to suppose that held out accuracy corresponds to better organization or easier interpretation \[11\] \[26\].

Holdout is a type of internal criterion, but there are also external criteria methods. External criteria use direct evaluation in the application of interest, such as a gold standard (a surrogate for user judgments for the groupings) \[26\]. The gold standard is ideally produced by human judges with a good level of inter-judge agreement \[26\]. In this work, our gold standard is defined by ASRS report sets.

An intuitive way to evaluate clusters using an external criterion is using set matching \[13\], specifically classification error rate. In Figure\[2\] on the Toy Dataset Setup, we could compare the identified groups of documents \(D_1\) and \(D_2\) to the report sets \(R_1\), \(R_2\), \(R_3\). However, this approach has faced criticism due to disregarding part of the unmatched groups in the evaluation metric \[13\]. An improvement over this metric is pair counting, such as the Adjusted Rand Index (ARI). Intuitively, we consider every possible pair of reports within each report set, and evaluate if a) they were originally or not part of the same report set and b) if topic modeling assigned them or not to the same report set. Thus, we are able to generate a confusion matrix, and calculate the ARI, a real value where 0 indicates the performance equivalent to a random model, -1 worse than random, and 1 better than random.

IV. Results
We now present our findings to the three posed research questions.

RQ1: Can existing topic modeling tools help analyze evolving safety threats in large collections of text?

**Topic Sense Making.** First, we observed the representation of top-10 terms, extensively employed in recent research studies, including the original LDA work \[11\], and also used by the tools of Figures 3, 4, and 5 proved insufficient for sense-making. While tools such as LDAVis are visually appealing and interactive, if the presentation of the documents, groupings and top terms is not relevant and meaningful, these tools and methods can not be used in practice.

**Document-Topic Assignment.** Second, the number of documents presented by existing tools was too great. Consider TopicFlow for example, as shown in Figure\[4\]. The green rectangle highlighting Topic 1_7 groups 501 documents (right panel in the figure), where each document is a narrative from ASRS’s 2018 corpus. While a quick exploration of the documents suggests narratives associated with weather conditions and fuel, the large number of documents included in this topic made proper evaluation difficult. As we stated in the introduction, ASRS has processed over 1.6 million reports in its 42 year history, and the number of reports per month trends to increase. Therefore, a more systematic approach to evaluate document-topic assignment is needed.

\[\text{https://github.com/alisonmsmith/topicflow/tree/master/data}\]
\[\text{https://github.com/sailuh/topicflow}\]
\[\text{https://algs4.cs.princeton.edu/35applications/stopwords.txt}\]
\[\text{https://www.rdocumentation.org/packages/tokenizers/versions/0.2.1/topics/tokenize_word_stems}\]
Fig. 3 Termite [14] Visualization of ASRS 2018 Corpus.

Fig. 4 TopicFlow [15] Visualization of ASRS 2018 Corpus.
Stability. Third, because none of the existing tools provides a proper quantitative evaluation mechanism to verify documents assignment, we are unable to assess if the documents are consistently assigned to the same topic over repeated executions, due to the random nature of LDA methods. Ideally we would want results to be stable. If the same data is provided as input, and a small number of documents are reassigned to different clusters (and therefore the cluster interpretation may change) we would like this change to be minimal. Current tools do not account for, or even measure, this stability for document-topic assignment or for topic descriptions for sense making.

Fig. 5 LDAVis [17] Visualization of ASRS 2018 Corpus.

RQ2: Can topic modeling discover ASRS report sets from a collection of mixed reports by their topic?

In Figure 6 we present the results of all the 435 trials as a histogram, using ARI, as defined in Section III.G. The top histogram uses WarpLDA to obtain the groupings. The bottom histogram replaces the algorithm by a random assignment for each report to one of the report sets of each trial. Example top, middle and bottom pairs of report sets (with respect to their ARI scores) is shown in Table 1.

Figure 6 illustrates that WarpLDA results are overall better than random assignment for most pairs. However, the algorithm’s ability to identify the original topics is not ideal. Ideally, the upper histogram results would be closer to ARI = 1 (i.e. with most values shifted to the right).

We conclude that the large standard deviation (width of the histogram in the Figure) is not promising for usage on a Real Dataset Setup.

RQ3: Are there specific topics that are easier to group than others?

A question that follows from RQ2 is whether certain report set topics are easier to be separated from any other report set (e.g. problems described using a unique vocabulary). For example, does Cabin Smoke, Fire, Fumes or Odor Incidents in Table 1 consistently receive a high ARI score across all pairs that include it? To answer this we present the mean, median and standard deviation (SD) of each report set across all pairs in Table 2. We also show a histogram of the median ARI column of the table in Figure 7.
Fig. 6 WarpLDA evaluation of distinguishing Report Sets "Cabin Fumes, Fire, Fumes, or Odor Incidents", vs "Controller Reports" when compared to manual separation of reports over multiple runs: Accuracy is defined as Adjusted Rand Index, ranging from -1 to 1.

Fig. 7 Ranking per Report Set.

From Figure 7, we can see that there are a few report sets that are consistently separable (Mean ARI > 0.8) from other report sets. In particular, we noticed from Table 2 that the most consistently separable report set is not Cabin Smoke (which ranks 3rd) but rather Maintenance Reports.

In future work, we intend to further investigate why report sets such as Maintenance Reports are more separable than lower performance ones, such as Cockpit Resource Management. WarpLDA relies on the distribution of the narrative's words to separate report sets. We expect that the vocabulary used in Maintenance Reports to be substantially different than what is found in other report sets. It is also possible that lower performance report sets can in fact be multi-topic,
Table 1  Top 5, Middle 5, and Bottom 5 Adjusted Rand Index (ARI) Report Set Pairs out of 30C2 = 435 combinations.

<table>
<thead>
<tr>
<th>Report Set Title 1</th>
<th>Report Set Title 2</th>
<th>ARI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cabin Smoke, Fire, Fumes, or Odor Incidents</td>
<td>Controller Reports</td>
<td>1.00</td>
</tr>
<tr>
<td>Controller Reports</td>
<td>Flight Attendant Reports</td>
<td>1.00</td>
</tr>
<tr>
<td>Maintenance Reports</td>
<td>Wake Turbulence Encounters</td>
<td>0.97</td>
</tr>
<tr>
<td>Flight Attendant Reports</td>
<td>Global Positioning System (GPS) Reports</td>
<td>0.93</td>
</tr>
<tr>
<td>Controlled Flight Toward Terrain</td>
<td>Flight Attendant Reports</td>
<td>0.93</td>
</tr>
<tr>
<td>Bird or Animal Strike Reports</td>
<td>Rotary Wing Aircraft Flight Crew Reports</td>
<td>0.46</td>
</tr>
<tr>
<td>Commuter and Corporate Flight Crew Fatigue Reports</td>
<td>Multi-Engine Turbojet Aircraft Upsets Incidents</td>
<td>0.45</td>
</tr>
<tr>
<td>Controlled Flight Toward Terrain</td>
<td>Non-Tower Airport Incidents</td>
<td>0.45</td>
</tr>
<tr>
<td>Pilot / Controller Communications</td>
<td>Inflight Weather Encounters</td>
<td>0.45</td>
</tr>
<tr>
<td>Checklist Incidents</td>
<td>General Aviation Flight Training Incidents</td>
<td>0.45</td>
</tr>
<tr>
<td>Rotary Wing Aircraft Flight Crew Reports</td>
<td>Non-Tower Airport Incidents</td>
<td>-0.01</td>
</tr>
<tr>
<td>Controller Reports</td>
<td>Parachutist / Aircraft Conflicts</td>
<td>-0.01</td>
</tr>
<tr>
<td>Unmanned Aerial Vehicle (UAV) Reports</td>
<td>Inflight Weather Encounters</td>
<td>-0.01</td>
</tr>
<tr>
<td>RNAV Arrival Reports</td>
<td>Unmanned Aerial Vehicle (UAV) Reports</td>
<td>-0.01</td>
</tr>
<tr>
<td>Commuter and Corporate Flight Crew Fatigue Reports</td>
<td>Emergency Medical Service Incidents</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

which violates our assumption of deterministic mapping discussed in section III.D.

V. Literature Review

Our work is not the first focused on analyzing aviation safety incident narratives. In older work [6,8,27], we observed that the ASRS-related literature focused on just a specific subset of the available taxonomy. This is not ideal to provide context for new reports nor to observe a given time window for changes in what was reported. For example, [6] provided a qualitative study of human errors in aviation. The data was obtained using Aircraft/Make Model involving passenger fights on Part 121 carriers and conventional aircraft, and analyzed in terms of observable error outcomes and underlying cognitive mechanisms. A related taxonomy component available in ASRS is Person/Human Factors, which include labels such as confusion, distraction, time pressure, etc. A qualitative study technical report was also published by NASA on memory errors in the cockpit of a random sample from 2001 records [7]. Another qualitative work by Jones et al. [8] used Person/Human Factor reports labeled with "Situational Awareness" to better understand the types of situational awareness errors in aviation. The 3-level taxonomy reflects errors due to perception of information, comprehension, and projection of actions, and was previously applied by the author on the National Transportation Safety Board (NTSB) accident investigation reports [27].

More recent work has focused extensively on building classifiers [4,5,28] for auto-labeling narratives with existing ASRS taxonomy metadata, which do not align with our primary interest, as our long-term goal is to identify emerging safety threats. Specifically, [28] evaluated the accuracy to query a new narrative, and assign it the correct label from Person/Primary Problem and Person/Contributing Factors. The model was trained using ASRS data from 01/2011-01/2013, and the test data from 01/2009-12/2009. The results are not encouraging, with Person/Primary Problem having 49% accuracy, and it is also unclear why the author decided to predict past instead of future data. Oza et al [4] built a classifier on both ASRS and the Aviation Safety Action Plan (ASAP), a private dataset similar to ASRS, to classify a subset of 22 out of the 60 categories due to data sparsity. The results showed it outperformed LDA in a classification task, and manual evaluation of 100 reports suggested that the top three categories achieved agreement of at least 70%. A similar goal to classify metadata was done in [5], however, the metadata was converted in a smaller set of labels based on their risk. The authors also used two learning models in an ensemble, where one leveraged metadata, and the other the narratives.

We believe our approach better aligns with the older literature, in that we seek to provide navigation over the processed narratives on a monthly basis to facilitate, instead of fully automate, the identification of emerging threat
### Table 2  Ranking of Mean, Median and SD Adjusted Random Index (ARI) ordered by Mean per Topic.

<table>
<thead>
<tr>
<th>Report Set Title</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintenance Reports</td>
<td>0.81</td>
<td>0.83</td>
<td>0.11</td>
</tr>
<tr>
<td>Flight Attendant Reports</td>
<td>0.73</td>
<td>0.81</td>
<td>0.22</td>
</tr>
<tr>
<td>Cabin Smoke, Fire, Fumes, or Odor Incidents</td>
<td>0.66</td>
<td>0.70</td>
<td>0.18</td>
</tr>
<tr>
<td>Runway Incursions</td>
<td>0.61</td>
<td>0.66</td>
<td>0.19</td>
</tr>
<tr>
<td>Passenger Misconduct Reports</td>
<td>0.61</td>
<td>0.69</td>
<td>0.20</td>
</tr>
<tr>
<td>Passenger Electronic Devices</td>
<td>0.60</td>
<td>0.63</td>
<td>0.14</td>
</tr>
<tr>
<td>Controller Reports</td>
<td>0.53</td>
<td>0.51</td>
<td>0.28</td>
</tr>
<tr>
<td>Multi-Engine Turbojet Aircraft Upsets Incidents</td>
<td>0.50</td>
<td>0.51</td>
<td>0.24</td>
</tr>
<tr>
<td>NMAC Incidents</td>
<td>0.49</td>
<td>0.56</td>
<td>0.23</td>
</tr>
<tr>
<td>Non-Tower Airport Incidents</td>
<td>0.45</td>
<td>0.48</td>
<td>0.26</td>
</tr>
<tr>
<td>Commuter and GA Icing Incidents</td>
<td>0.43</td>
<td>0.41</td>
<td>0.25</td>
</tr>
<tr>
<td>Fuel Management Issues</td>
<td>0.42</td>
<td>0.42</td>
<td>0.21</td>
</tr>
<tr>
<td>Bird or Animal Strike Reports</td>
<td>0.41</td>
<td>0.40</td>
<td>0.16</td>
</tr>
<tr>
<td>Checklist Incidents</td>
<td>0.41</td>
<td>0.39</td>
<td>0.24</td>
</tr>
<tr>
<td>Controlled Flight Toward Terrain</td>
<td>0.40</td>
<td>0.37</td>
<td>0.29</td>
</tr>
<tr>
<td>General Aviation Flight Training Incidents</td>
<td>0.39</td>
<td>0.36</td>
<td>0.28</td>
</tr>
<tr>
<td>Wake Turbulence Encounters</td>
<td>0.39</td>
<td>0.31</td>
<td>0.25</td>
</tr>
<tr>
<td>Altitude Deviations</td>
<td>0.38</td>
<td>0.32</td>
<td>0.29</td>
</tr>
<tr>
<td>Parachutist / Aircraft Conflicts</td>
<td>0.38</td>
<td>0.37</td>
<td>0.21</td>
</tr>
<tr>
<td>Penetration of Prohibited Airspace Incidents</td>
<td>0.35</td>
<td>0.31</td>
<td>0.23</td>
</tr>
<tr>
<td>Air Carrier (FAR 121) Flight Crew Fatigue Reports</td>
<td>0.34</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>Inflight Weather Encounters</td>
<td>0.32</td>
<td>0.32</td>
<td>0.27</td>
</tr>
<tr>
<td>Commuter and Corporate Flight Crew Fatigue Reports</td>
<td>0.31</td>
<td>0.31</td>
<td>0.25</td>
</tr>
<tr>
<td>Pilot / Controller Communications</td>
<td>0.30</td>
<td>0.30</td>
<td>0.22</td>
</tr>
<tr>
<td>Emergency Medical Service Incidents</td>
<td>0.30</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>Unmanned Aerial Vehicle (UAV) Reports</td>
<td>0.30</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>RNAV Arrival Reports</td>
<td>0.30</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td>Rotary Wing Aircraft Flight Crew Reports</td>
<td>0.28</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>Global Positioning System (GPS) Reports</td>
<td>0.27</td>
<td>0.19</td>
<td>0.28</td>
</tr>
<tr>
<td>Cockpit Resource Management (CRM) Issues</td>
<td>0.26</td>
<td>0.32</td>
<td>0.21</td>
</tr>
</tbody>
</table>
topics, while retaining the context of prior metadata and narratives. Specifically, when applying topic modeling to the ASRS, we identify groupings of reports, which can be understood as an additional piece of information added to each report—the grouping label—however the reports can still be read individually in their original format. The automated step thus serves to reduce the search space of the reader.

VI. Threats to Validity

In Figure [1] we can see that an analyst must decide (diamond “Adequate?” towards the bottom) if a follow up phone call should be made before the document is deidentified. Such modifications introduce a threat to validity in the underlying distribution of the report set corpus we used in our experimental protocol (Toy Dataset Setup in Figure[2]). However, given that ASRS intentionally attempts to keep the original narrative unchanged (in contrast to the summary field of the report which is made by an analyst entirely), we believe that this threat to validity is minimal.

The results presented in this work only use one implementation of LDA, i.e. WarpLDA [16], however other implementations could be used. Indeed, other non-generative machine learning methods which are discriminative such as various clustering algorithms could be applied to our experimental protocol which could provide worse or better results. We chose WarpLDA under the rationale that as the number of reports continue to grow, an efficient implementation of algorithm would be preferred in practice, but a more detailed investigation of the trade-off between performance versus accuracy could be performed in further studies utilizing our experimental protocol.

As noted in the Method section [11] in utilizing the Toy Dataset Setup instead of the Real Dataset Setup, we accept the risk that the Toy Dataset Setup’s underlying report set word distribution may not fully reflecting that of the Real Dataset Setup’s incoming monthly corpus. We did so to be able to use the report sets already produced by the ASRS as a gold standard to evaluate the automated step results. Specifically, in the experimental protocol Figure 2 the parameter \( \ell \), the number of report sets, could be much larger than what we have tested, and \(|R_j|\) may be a different size. It may also be possible that reports about a given topic are associated with different months or years, which may or not affect their underlying distribution compared to the real dataset setup. While this is a limitation of the generalization of the results, we believe our work provides a starting point for tests in future work.

VII. Conclusion and Future Work

In this work, we began exploring how topic modeling could be used to assist in identifying relevant topics in the ASRS database. We chose to use unsupervised learning methods such as topic modeling, because they offer the potential to identify emerging safety threats as compared to pre-trained classifiers, which can only identify what they have been trained for. A common limitation of topic modeling is that evaluation is often done subjectively, using ‘top terms’ as shown in the tools. We proposed a Toy Dataset Setup experimental protocol, and executed this protocol on ASRS report sets. We concluded that although there is potential for topic modeling to be used, as a few report sets were consistently separable, results still have too large a standard deviation to be used in practice. In future work, we intend to experiment with different topic modeling models besides WarpLDA. Specifically, we want to test variants of LDA that allow for the manual input of ‘seed terms’ to identify topics of interest [29], or the usage of existing connections between documents [30]; for example, in ASRS co-occurring metadata could be leveraged as connections between documents. There is also potential of performance improvement by using word embedding, such as GloVe [31].
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